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Summary The Software Component: Symphony

Probabilistic interpretation of resource utilization and performance of tasks
running on heterogeneous processors and accelerators

* Reduces to testing probabilistic assertions over a model of applications
requirements and system architecture. E.g.,

* Presents the design of the CompGen system at UIUC
* Targeted at data analytics in the healthcare domain
* Analytics tools and methods
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What are the key parameters to consider when designing systems/deploying * Correct for noisy data

applications to systems? * Differentiate strings in the presence of noise and ploidy
* First phase of the personalized medicine flow
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The Ha rdwa re Com ponent TCGA Sympho.ny allows users to maintain level of

abstraction and minimizes interference between
co-located jobs

Conclusions
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TCGA is a dynamically reconfigurable co-processor that executes computational
kernels that are ubiquitous in computational genomics applications
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